1. Explain the Activation Functions in your own language

1. sigmoid
2. tanh
3. ReLU
4. ELU
5. LeakyReLU
6. Swish

a)sigmoid

1. Sigmoid or Logistic Activation Function

The Sigmoid Function curve looks like a S-shape.

The main reason why we use sigmoid function is because it exists between (0 to 1). Therefore, it is especially used for models where we have to predict the probability as an output.Since probability of anything exists only between the range of 0 and 1, sigmoid is the right choice.

The function is differentiable.That means, we can find the slope of the sigmoid curve at any two points.

The function is monotonic but function’s derivative is not.

The logistic sigmoid function can cause a neural network to get stuck at the training time.

The softmax function is a more generalized logistic activation function which is used for multiclass classification.

This function takes any real value as input and outputs values in the range of 0 to 1. The larger the input (more positive), the closer the output value will be to 1.0, whereas the smaller the input (more negative), the closer the output will be to 0.0, as shown below

b)tanh

Tanh Activation is an activation function used for neural networks: f ( x ) = e x − e − x e x + e − x. Historically, the tanh function became preferred over the sigmoid function as it gave better performance for multi-layer neural networks.

c)ReLU

The rectified linear activation function or ReLU is a non-linear function or piecewise linear function that will output the input directly if it is positive, otherwise, it will output zero.  
It is the most commonly used activation function in neural networks, especially in Convolutional Neural Networks (CNNs) & Multilayer perceptrons.

It is simple yet it is more effective than it's predecessors like sigmoid or tanh.

Mathematically, it is expressed as:
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Graphically it is represented as,

![relu](data:image/png;base64,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)

Implementing ReLU function in Python

We can implement a simple ReLU function with Python code using an if-else statement as,

def ReLU(x):

if x>0:

return x

else:

return 0

Python

Copy

or using the max() in-built function over the range from 0.0 to x:

def relu(x):

return max(0.0, x)

Python

Copy

The positive value is returned as it is and for values less than (negative values) or equal to zero, 0.0 is returned.

D)ELU

An ELU activation layer performs the identity operation on positive inputs and an exponential nonlinearity on negative inputs. The layer performs the following operation: f ( x ) = { x , x ≥ 0 α (exp( x ) - 1) , x < 0. The default value of α is 1. Specify a value of α for the layer by setting the Alpha property.

E) LeakyReLU

f(x)=max(0.01\*x , x). This function returns x if it receives any positive input, but for any negative value of x, it returns a really small value which is 0.01 times x. Thus it gives an output for negative values as well.

F)SWISH

Swish is an activation function, f ( x ) = x ⋅ sigmoid ( β x ) , where a learnable parameter. Nearly all implementations do not use the learnable parameter , in which case the activation function is x σ ( x ) ("Swish-1").

2. What happens when you increase or decrease the optimizer learning rate?

Generally, a large learning rate allows the model to learn faster, at the cost of arriving on a

sub-optimal final set of weights. A smaller learning rate may allow the model to learn a more optimal or even globally optimal set of weights but may take significantly longer to train.

What happens when you decrease the learning rate?

Learning rate is a hyper-parameter that controls how much we are adjusting the weights of our network with respect the loss gradient. The lower the value, the slower we travel along the downward slope.

increasing

Increasing the learning rate further will cause an increase in the loss as the parameter updates cause the loss to "bounce around" and even diverge from the minima. Remember, the best learning rate is associated with the steepest drop in loss, so we're mainly interested in analyzing the slope of the plot.

3. What happens when you increase the number of internal hidden neurons?

This notebook investigates how the number of hidden neurons affect the model performance. We will see that increasing the number of hidden neurons increases the performance of a model using the MNIST dataset. The MNIST dataset is a common standard dataset used to evaluate machine learning models performance, which is just a task of recognizing digits from 0 to 9.

This notebook has dependencies on Keras, Scikit-Learn and MatPlotLib.

In [30]:

import numpy as np

import matplotlib.pyplot as plt

from mpl\_toolkits.mplot3d import Axes3D

%matplotlib inline

from keras.models import Sequential

from keras.layers.core import Dense, Activation, Dropout

from keras.optimizers import SGD, Adam, RMSprop

from sklearn.preprocessing import \*

from sklearn.cross\_validation import \*

from sklearn.metrics import \*

In [31]:

TRAIN\_FILE = 'data/train.csv'

TEST\_FILE = 'data/test.csv'

In [32]:

train\_data = np.loadtxt(TRAIN\_FILE, skiprows = 1, delimiter = ',', dtype = 'float')

X = train\_data[:, 1:]

# Preprocess the data to make features fall between 0 and 1. Neural networks perform a lot better in this way.

X = X/255

raw\_Y = train\_data[:, ].reshape(-1, 1)

In [33]:

X\_test = np.loadtxt(TEST\_FILE, skiprows = 1, delimiter = ',', dtype = 'float')

# Preprocess the data to make features fall between 0 and 1. Neural networks perform a lot better in this way.

X\_test = X\_test/255

In [34]:

X\_train, X\_cv, raw\_Y\_train, raw\_Y\_cv = train\_test\_split(X, raw\_Y, test\_size = 0.20)

# Converter to transform input into one hot encoding, i.e. [3] => [0, 0, 1, 0, 0, 0, 0, 0, 0, 0].

# Can use the np\_utils from Keras instead.

Y\_expander = OneHotEncoder().fit(raw\_Y)

Y\_train = Y\_expander.transform(raw\_Y\_train).astype(int).toarray()

Y\_cv = Y\_expander.transform(raw\_Y\_cv).astype(int).toarray()

In [35]:

n\_hiddens = [512, 256, 128, 64, 32, 16, 8, 4, 2, 1]

scores = []

for n\_hidden in n\_hiddens:

# Build a simple neural network.

model = Sequential()

model.add(Dense(input\_dim = X.shape[1], output\_dim = n\_hidden))

model.add(Activation('tanh'))

model.add(Dense(output\_dim = 10))

model.add(Activation('softmax'))

sgd = SGD(lr=0.2, decay=1e-7, momentum=0.1, nesterov=True)

model.compile(loss='categorical\_crossentropy', optimizer='sgd')

model.fit(X\_train, Y\_train, nb\_epoch = 10, batch\_size = 10, show\_accuracy = True, verbose = 1, validation\_split = 0.05)

Y\_cv\_pred = model.predict\_classes(X\_cv, batch\_size = 10, verbose = 1)

score = accuracy\_score(raw\_Y\_cv, Y\_cv\_pred)

scores.append(score)

print('Using [%d] number of hidden neurons yields. Accuracy score: %.4f' % (n\_hidden, score))

print('')

4. What happens when you increase the size of batch computation?

According to popular knowledge, increasing batch size reduces the learners' capacity to generalize. Large Batch techniques, according to the authors of the study “On Large-Batch Training for Deep Learning: Generalization Gap and Sharp Minima,” tend to result in models that become caught in local minima.

5. Why we adopt regularization to avoid overfitting?

Regularization comes into play and shrinks the learned estimates towards zero. In other words, it tunes the loss function by adding a penalty term, that prevents excessive fluctuation of the coefficients. Thereby, reducing the chances of overfitting.

6. What are loss and cost functions in deep learning?

In other words, the loss function is to capture the difference between the actual and predicted values for a single record whereas cost functions aggregate the difference for the entire training dataset. The Most commonly used loss functions are Mean-squared error and Hinge loss.

In mathematical optimization and decision theory, a loss function or cost function (sometimes also called an error function) is a function that maps an event or values of one or more variables onto a real number intuitively representing some "cost" associated with the event.

7. What do ou mean by underfitting in neural networks?

Underfitting is a scenario in data science where a data model is unable to capture the relationship between the input and output variables accurately, generating a high error rate on both the training set and unseen data.

8. Why we use Dropout in Neural Networks?

Dropout layers have been the go-to method to reduce the overfitting of neural networks. It is the underworld king of regularisation in the modern era of deep learning. In this era of deep learning, almost every data scientist must have used the dropout layer at some moment in their career of building neural networks.